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• Hadi Amiri 
▫ DAN-334  
 
▫ Office hours 

 ▫ by appointment 
 
▫  Hobbies: Sports that are hard 

on the feet! 
hadi@cs.uml.edu
www.cs.uml.edu/~hadi

Instructor 



What's This Course about? 
• Graph Machine Learning 
▫  Networks 
�  a pattern of inter-connections among a set of things! 
�  deal with structure 
▫  Meta data 
�  deal with various user generated content (text, 

images, videos, etc.,) in networks. 

• We aim to learn about prediction algorithms that 
work well on networks. 
▫  Models, properties, design principles! 
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Graphs/Networks 
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• Communication Networks 
▫  Telco Nets 
▫  Messenger Nets 

•  Friendship Networks 
▫  Facebook 

• Microblogs 
▫  Twitter 

•  Information Networks 
▫  Web! 
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Sample 1. 

6 Source: [NCM] Easley and Kleinberg. 2010. Networks, Crowds, and Markets: Reasoning about a Highly Connected World. 



Sample 2. 

7 Source: [NCM] Easley and Kleinberg. 2010. Networks, Crowds, and Markets: Reasoning about a Highly Connected World. 



Sample 3. 

8 Source: [NCM] Easley and Kleinberg. 2010. Networks, Crowds, and Markets: Reasoning about a Highly Connected World. 



Sample 4. 

9 Source: [NCM] Easley and Kleinberg. 2010. Networks, Crowds, and Markets: Reasoning about a Highly Connected World. 



Sample 5. 

10 Source: [NCM] Easley and Kleinberg. 2010. Networks, Crowds, and Markets: Reasoning about a Highly Connected World. 
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11 Source: http://www.cheswick.com/ches/map/gallery/index.html 



Sample 7. 

12 Source: [NCM] Easley and Kleinberg. 2010. Networks, Crowds, and Markets: Reasoning about a Highly Connected World. 



Sample 8. 

13 Source: Inferring brand proximities from user-generated content. Paul Dwyer. J of Brand Management 19,  2012. 



Sample 9. 

14 Source: Inferring brand proximities from user-generated content. Paul Dwyer. J of Brand Management 19,  2012. 



Sample 10. 

15 Source: Hagmann, Patric, et al. Mapping the structural core of human cerebral cortex. PLoS biology 6.7 (2008). 

Network representation of brain connectivity: Dorsal and lateral views of the connectivity  
backbone of human brain. Labels indicating anatomical subregions are placed at their respective  
centers of mass. Nodes (individual ROIs) are coded according to strength and edges are coded  
according to connection weight. 



How Long They’ve Been Around? 

16 Source: http://dustn.tv/stay-on-the-cutting-edge/ 



How Long They’ve Been Around 

17 Source: http://dustn.tv/stay-on-the-cutting-edge/ 



How Long They’ve Been Around 

18 Source: http://dustn.tv/stay-on-the-cutting-edge/ 



Why Should We Study Them? 
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• Networks provide powerful ways of looking at  
complex data and systems: 
▫  Spread of news or diseases 
▫  Evolution of science 
▫  Structure of the Web 
▫  Markets & models of trades 

• Networks help to understand if a principle holds  
across many settings and fields, and 

•  There are lots of them! 

Cheap and high-resolution 
views into population behavior! 



Let’s Take a Closer Look at Twitter 
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•  Simple Structure 
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•  Simple Structure 

•  Following 
▫  To subscribe to  

other people’s  
posts 

Followee 
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•  Simple Structure 

•  Following 
▫  To subscribe to  

other people’s  
posts 

Follower 

Followee 
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… 
… 

Joined July 2010 

TWEET
S 

477.K 

PHOTOS/
VIDEOS 

215 

FOLLO
WING 

600 

FOLLO
WERS 

1,219 

FAVORI
TES 

368 



Net & Content Interactions 
social relations btw users 

User node 
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Net & Content Interactions 

topical relations btw users  
and topics Topic Node 

social relations btw users 
User node 

31 



Network Characteristics 
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•  Structure: 
▫  Network relations are often changing, 
▫  Weak/strong ties, 
▫  Often large but still a small world, 
▫  Popularity dynamics, 
▫  Cascades, etc. 

 
• Content: 
▫  Streaming type, 
▫  High prevelance of user-generated/urban words, 
▫  Often short, context-less, and very noisy, and 
▫  Various languages. 



What Do We Learn? 
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•  Graph properties and features  
•  Node representation 
•  Graph representation 
•  Link prediction 
•  Cascade prediction 
•  Power laws and Popularity 
•  Meta Learning with graphs 
•  Applications 

•  Language Analysis 
•  Health Informatics 
•  Search & Moment Retrieval 
•  Trend Detection and Tracking, etc. 



What Do We Learn? Cnt. 
• Graph Features 

•  Strong and Weak Ties 

C-B is more likely to form or C-G? 
Which link provides access to parts of the  
net that are unreachable by other means? 

Are some nodes more important due to their position in networks? 
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What Do We Learn? Cnt. 
• Graph Features 

• Distance metrics  
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What Do We Learn? Cnt. 
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• Graph Features 
•  The Structure of the Web 
▫  The Web contains a giant SCC 

IN nodes: 
can reach SCC but cannot be reached from it. 

 
OUT nodes: 
can be reached from SCC but cannot reach it. 

 
Tendrils nodes: 
(a)  reachable from IN but cannot reach SCC, 
(b)  can reach OUT but cannot be reached  

from SCC. 
Tendrils nodes satisfying both (a) and (b),  
travel in “tube” from IN to OUT without  
touching SCC. 

 
Disconnected nodes: 
have no path to SCC ignoring directions 
 

99.91% of individuals on FB belong to a single giant connected component 

The Anatomy of the Facebook Social Graph, Ugander, et al., 2011. arxiv.org/abs/1111.4503 



What Do We Learn? Cnt. 
• Graph Features 

•  Small World Phenomenon 

Global 
92.0%: within 5 degrees,  
99.6%: within six degrees. 
 
U.S. only 
96.0%: within 5 degrees, 
99.7%: within six degrees. 

37 The Anatomy of the Facebook Social Graph, Ugander, et al., 2011. arxiv.org/abs/1111.4503 



What Do We Learn? Cnt. 
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• Node Representation 

Slide source: Christopher D. Manning 



What Do We Learn? Cnt. 
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• Graph Representation 

Slide source: Bryan Perozzi 



What Do We Learn? Cnt. 
•  Popularity prediction in networks 

Is it that the rich always get richer? new ideas always get attention and become viral? 
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What Do We Learn? Cnt. 
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• Cascade Prediction 



What Do We Learn? Cnt. 
•  Link Prediction 
▫  How can we predict links in networks? 
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What Do We Learn? Cnt. 
•  Link Prediction 
▫  Take a network and annotate its links with 
�   + sign representing friendship, and 
�    - sign representing antagonism 
▫  How should we reason about such networks? 
�  Say to understand the tension between these two forces! 
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Support / Oppose 
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What Do We Learn? Cnt. 
• Meta Learning 
▫  Spaced repetition for training 
▫  Spotting spurious data 
▫  Neural self-training 
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Meta Learning 

45 CurGraph:	curriculum	learning	for	graph	classification.	Wang,	Yiwei,	et	al.	WWW’21.	

• Meta Learning 
▫  Curriculum learning with graphs 



What Do We Learn? Cnt. 
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• Applications (mainly given guest lectures) 
▫  Health Informatics 
▫  Search and Factuality 
▫  Topic Detection and Tracking 

Time	permitting		

Slide source: Liu, M., et al. SIGIR’18. 



Techniques – Assumption 
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Techniques – Reality  ¯\_(ツ)_/¯   
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Reading 
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• Ch.01 Introduction [GRL] 
• Ch.01 Overview [NCM] 


